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Abstract

In an avoidable harmful situation, autonomous vehicles systems are expected to
choose the course of action that causes the less damage to everybody. However, this
behavioral protocol implies some predictability. In this context, we show that if the
autonomous vehicle decision process is perfectly known then malicious, opportunis-
tic, terrorist, criminal and non-civic individuals may have incentives to manipulate it.
Consequently, some levels of uncertainty are necessary for the system to be manip-
ulation proof. Uncertainty removes the misbehavior incentives because it increases
the risk and likelihood of unsuccessful manipulation. However, uncertainty may also
decrease the quality of the decision process with negative impact in terms of effi-
ciency and welfare for the society. We also discuss other possible solutions to this
problem.

Keywords: Artificial intelligence; Autonomous vehicles; Manipulation; Malicious
Behavior; Uncertainty.
JEL classification: D81, L62, O32.

1. Introduction

Autonomous vehicles navigate without human intervention through a system of
mapping and sensorial technologies (e.g., sensors, radars, laser lights, GPS, odometry,
computer vision, etc.) that can detect location and surroundings, and identify the
appropriate paths between obstacles and signage (Mukhtar et al., 2015; Pendleton
et al., 2017; Sun et al., 2006). The potential benefits of this technology are enor-
mous. Autonomous vehicles are expected to reduce traffic collisions, improve traffic
flow, mobility, relieve individuals from driving, decrease fuel consumption, facilitate
transportation and businesses operations, among other (Clements and Kockelman,
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2017; Gao et al., 2016; Mahmassani, 2016; Meyer and Deix, 2014; Speranza, 2018;
Van Arem et al., 2006). In spite of the enormous potential benefits, there are a
large number of unresolved safety, technology, ethical, social, political, regulatory
and legal issues (Chen and Wang, 2005; Lindqvist and Neumann, 2017; Neumann,
2016; Parkinson et al., 2017; Petit and Shladover, 2015; Z lotowski et al., 2017; among
other).1 However, as the autonomous vehicles system develops, most of these prob-
lems are expected to be solved because their nature is imminently technological.

In this paper, we discuss a related, but simpler problem, which is more difficult
to deter and control. We refer to manipulation and opportunistic behavior that
explores the predictability of the decision process of the autonomous vehicles system.
Regarding this issue Lin (2016) points out (see also Schäffner, 2018):

”If the crash-avoidance system of a robot car is generally known, then
other drivers may be tempted to “game” it, e.g., by cutting in front of
it, knowing that the automated car will slow down or swerve to avoid an
accident.”

On the contrary, to human manipulation by artificial intelligence systems (Bostrom
and Yudkowsky, 2014; Brundage et al., 2018; Ricci et al., 2011; Russell et al., 2015),
this type of manipulation and opportunistic behavior has not been sufficiently stud-
ied in the literature. However, it represents an enormous threat to the society and
to the stability of the autonomous vehicles system, because it is easy to execute by
malicious and opportunistic individuals, terrorists, criminals or people with no moral
values. Moreover, since this type of situation does not rely so much on technology
and other objective considerations, they are not easy to solve and deal with. In this
paper, we try to make some progress in this direction.

Goodall (2014) presents one of the first detailed studies on how autonomous ve-
hicles should behave in an unavoidable harmful situation. Shortly after, Bonnefon
et al. (2015, 2016) performed a series of experiments suggesting that autonomous ve-
hicles, as well as other artificial intelligence systems, are morally expected to choose
the course of action that will cause less damage to everybody, i.e., the utilitarian
course of action (Deng, 2015; Greene, 2016; Santoni de Sio, 2017). A series of sub-
sequent contributions have discussed other related aspects like: people acceptance,
incomplete information, ethical issues, and the complex and subjective cost/benefit

1For instance, ethical hackers and researchers were able to hack the Tesla Model S, turning off
the dashboard and various functions during driving. The same happened with the Jeep Cherokee.
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analysis involving human lives (Etzioni and Etzioni, 2017; Goodall, 2016; Hevelke
and Nida-Rümelin, 2015; Thornton et al., 2017; Trappl, 2016).

However, the predictability of the utilitarian approach opens the possibility to
manipulation and opportunistic behavior. In this context, in addition to Lin (2016)
mentioned above, Schäffner (2018) also raises concerns on how easy it is to abuse
and manipulate the system, and question how can the autonomous vehicles system
recognize the individuals’ motives. In this paper, we study possible solutions to deal
with this problem.

In order to better understand and illustrate in more detail the kind of manipula-
tion and opportunistic behavior that is discussed in this paper, consider the following
example. Suppose an autonomous vehicle with an elderly man inside. Suddenly and
unexpectedly, a young man crosses in front of the vehicle, in such a way that the
autonomous vehicle is unable to avoid an accident. In this context, the autonomous
vehicle must take an action based on the potential damage to the individuals and
associated probabilities (Goodall, 2014; Jacob et al., 1988; Pomerol, 1997; Santoni de
Sio, 2017). All the rest being equal, suppose that hitting the young man is more
damaging than deviating and getting off the road, and that the young man’s life is
worth more than the elderly man’s life (Posner and Sunstein, 2005). In this context,
the less damaging course of action, i.e., the utilitarian course of action, is to priori-
tize the young man life by getting off the road and causing potential damage to the
old man. This decision seems the most correct and adequate in this situation. The
problem is that this decision is predictable, and predictability opens the possibility
to manipulation.

In other words, the accident in this example could have been caused intentionally
by an individual with malicious intentions. In fact, given the predictability of the
autonomous vehicle decision process, this individual risks nothing, because he/she
knows that in those circumstances the system would give priority to his/her life.

This example extends easily to other situations involving malicious or opportunis-
tic individuals, terrorists, criminals and people with no moral values. The details of
the story may change, but the main idea remains the same.

In this paper, we generalize the previous example and consider ways to deal with
this type of problems. We show that if the autonomous vehicle decision process is
perfectly known, then malicious individuals may have incentives to manipulate it.
Consequently, in order for the system to be immune to manipulation we need some
degree of uncertainty, i.e., either noise in the decision process (internal uncertainty)
or the knowledge about the specificities of the autonomous vehicle decision and
evaluation processes are kept private (external uncertainty).
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Uncertainty is important because it removes the misbehaving incentives by in-
creasing the risk and the likelihood of unsuccessful manipulation. In this context,
we show that sufficiently high levels of uncertainty are necessary for the system to
be manipulation proof.

In this context, we also discuss the characteristics and disadvantages of the differ-
ent types of uncertainty. For instance, internal uncertainty may reduce the quality of
the decision process, which has implications in terms of efficiency, justice and social
welfare, while external uncertainty can be learned by rational individuals from the
history of past decisions, which again makes the system predictable and unable to
solve the malicious pedestrian problem.

We also discuss our results along the Kerckhoffs (1883) principle, and consider the
redesign of the autonomous vehicles system as an alternative solution to uncertainty.
However, this solution might be difficult to implement. Finally, we note that the
autonomous vehicles systems becomes manipulation proof if it prioritizes the lives
and interests of their passengers, which might be a striking observation in the context
of the utilitarian approach to the autonomous vehicles decision process.

The paper is organized as follows: Section 2 presents the malicious pedestrian
model and notation, Sections 3 and 4 analyze the cases of no uncertainty and uncer-
tainty, respectively, and Section 5 concludes.

2. The malicious pedestrian model and notation

In this section, we present the actions and expected utilities of the actors involved
in the malicious pedestrian problem described in the introduction. The same frame-
work can then be generalized to other situations of the same kind involving malicious,
opportunistic and non-civic behavior, as well as terrorist or criminal activities, in the
context of autonomous vehicles or artificial intelligence in general.

Let the subscript “i” denote the passengers traveling inside the autonomous
vehicle and the subscript “o” denotes the pedestrians (or other individuals) outside
the autonomous vehicle that are relevant to the problem. Pedestrians can have either
“good” or “bad” intentions, denoted with the subscripts “og” and “ob”, respectively,
i.e., the subscript “o” can take the values “og” or “ob”.

A pedestrian with good intentions is somebody that respects the traffic and the
rules of the autonomous vehicle system, and behaves in a social adequate manner.
A pedestrian with bad intentions (or malicious pedestrian) is somebody that inten-
tionally breaks the rules or take advantage of the autonomous vehicle system for own
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benefit, pleasure or simply to cause damage to others. The pedestrian with bad in-
tentions is a metaphor for all possible situations involving malicious or opportunistic
individuals, terrorists, criminals and people with no civic values that can fit in our
framework.

Autonomous vehicles can be involved in several different types of crashes, acci-
dents or failures. In our context, suppose that the autonomous vehicle is involved
in an unavoidable accident situation and must decide between multiple potentially
harmful courses of action. Note that in most cases—involving opportunistic indi-
viduals, terrorists, criminals or people with no civic values—the available courses of
action are not necessarily harmful in physical terms, but in material, economical,
legal or social terms. In order to simplify the analysis, suppose that there are only
two possible courses of action:

Action I : gives priority to protect the lives and interests of the passengers trav-
eling inside the autonomous vehicle. In this case, with probability p the autonomous
vehicle is able to avoid collision and nobody is damaged or suffers any type of loss,
and with probability 1´ p the autonomous vehicle is not able to avoid collision and
the pedestrians outside the autonomous vehicle suffer a damage or loss with value
do ą 0.

Action O : gives priority to protect the lives and interests of the pedestrians
outside the autonomous vehicle. In this case, with probability q the autonomous
vehicle is able to avoid collision and nobody is damaged or suffers any type of loss,
and with probability 1´ q the autonomous vehicle is not able to avoid collision and
the passengers traveling inside the autonomous vehicle suffer a damage or loss with
value di ą 0.

When nobody is damaged, the involved parties (i.e., passengers and pedestrians)
obtain the same constant utility v ě 0 (later, for simplicity, we normalize this utility
to v “ 0). In this context, we can compute the expected utilities of the parties
involved in our problem (Fargier and Sabbadin, 2005).

The expected utility of the passengers in Action I and Action O is:

Epui|Iq “ pv ` p1´ pqp´αidoq, (1)

and,
Epui|Oq “ qv ` p1´ qqp´diq, (2)

respectively, where αi P r0, 1s translates the damage/losses suffered by the pedes-
trians outside the autonomous vehicle into disutility for the passengers traveling
inside the autonomous vehicle. In other words, civic passengers traveling inside the
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autonomous vehicle derive no satisfaction from the damage/losses suffered by the
pedestrians outside the autonomous vehicle. Therefore, ´αido is the disutility of the
passengers traveling inside the autonomous vehicle because of the damage and/or
losses caused to the pedestrians. For instance, if αi “ 0 the passengers derive no
disutility from the damage or losses on the pedestrians, while if αi “ 1, the damage
or losses on the pedestrians are as if they happen to the passengers. In reality, people
care—up to a certain extent—for others. For that reason it is natural to expect that
αi will take some intermediate value in the interval r0, 1s.

The passengers expected utility is independent of whether the pedestrians have
good or bad intentions, because it is difficult for passengers to identify ex-ante the
pedestrians’ true intentions. This identification difficulty is in the base of the mali-
cious pedestrian problem. Otherwise, the autonomous vehicle system could discrim-
inate between pedestrian types and choose different courses of action.

However, in our model, the pedestrians expected utility depends on whether they
have good or bad intentions. The expected utility of the pedestrians with
good intentions in Action I and Action O is:

Epuog |Iq “ pv ` p1´ pqp´dogq, (3)

and,
Epuog |Oq “ qv ` p1´ qqp´αogdiq, (4)

respectively, where αog P r0, 1s has the same interpretation and intuition as αi pre-
sented above. It translates the damage/losses suffered by the passengers traveling
inside the autonomous vehicle into disutility for the pedestrians outside the au-
tonomous vehicle. In other words, ´αogdi is the disutility suffered by civic (i.e., with
good intentions) pedestrians due to the damage/losses caused on the passengers .

The expected utility of the pedestrians with bad intentions in Action I
and Action O is:

Epuob |Iq “ pv ` p1´ pqp´dobq, (5)

and,
Epuob |Oq “ qv ` p1´ qquob , (6)

respectively. Note that in this case the expected utility of the pedestrians with bad
intentions has a different structure, because these individuals derive some positive
utility (uob ą 0) from causing damage/losses (e.g., physical, economical, destabiliz-
ing/playing with the system, etc.) to the passengers traveling inside the autonomous
vehicle. This aspect distinguishes pedestrians with bad intentions from pedestrians
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with good intentions.

3. The case with no uncertainty - results

Let us consider that the goal of the autonomous vehicle system is to maximize
the aggregated welfare of the individuals in the society, i.e., the passengers traveling
inside the autonomous vehicle and the pedestrians outside the autonomous vehicle.

In this context, the system optimal decision must consider with equal weight
the passengers and pedestrians interests, but ignores the interest of the pedestrians
with bad intentions (and the implications of their actions on themselves), because of
their subverted objectives. Otherwise, the consideration of the malicious pedestrians
expected utility would induce noise and affect negatively the quality of the decision
process, because it would become dependent on some arbitrary utility that these
individuals derive from damaging others (i.e., the value uob). In such context, in order
to be even more precise, the decision process should also depend on the utility that
passengers could derive from seeing pedestrians with bad intentions being punished
by means of decisions contrary to their interests, and so on—a judgement that belongs
to the courts and the legal system.

Consequently, in order to avoid the difficulty and subjectivity associated with
these issues, the autonomous vehicle system must consider the interest of the pas-
sengers and pedestrians with good intentions only. Therefore, the total expected
welfare of Action I is:

Epu|Iq “ Epui|Iq ` Epuog |Iq “ 2pv ´ p1´ pqpαidog ` dogq,

which is obtained by adding expressions (1) and (3), where in the expression (1) we
have set do “ dog . Similarly, the total expected welfare of Action O is:

Epu|Oq “ Epui|Oq ` Epuog |Oq “ 2qv ´ p1´ qqpdi ` αogdiq,

which is obtained by adding expressions (2) and (4). Therefore, Action I is optimal
if the aggregate expected utility of Action I is higher than the aggregate expected
utility of Action O, i.e., if Epu|Iq ě Epu|Oq, and the opposite otherwise.

The following result formalizes this argument.

Lemma 1 (decision process). The autonomous vehicle system optimal decision
gives priority to the passengers interests relatively to the pedestrians interests (Action
I) if:

p1´ qqdi ě p1´ pqdog , (7)
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and the opposite (Action O) otherwise.

In order to simplify and without great loss of generality, in inequality (7), we
have normalized v “ 0 and set αog “ αi “ α, i.e., passengers and good pedestrians
care equally (i.e., give the same weight) about the damage/losses on others—an
assumption that is natural in our context.

Therefore, the optimal decision depends on the probabilities (i.e., p and q) and
on the magnitude of the damage/losses in passengers and pedestrians (i.e., di and
dog , respectively). Then, depending on the circumstances, which are summarized
by these parameters, the autonomous vehicle system will take the optimal decision
(Roberts, 2008).

However, some circumstances make some decisions more likely than others. For
that reason, rational pedestrians with bad intentions can manipulate or disturb the
system if they are sure that the system will take the Action O, which occurs when in
case of collusion the potential damage/losses to passengers are lower than to pedestri-
ans, i.e., when the ratio di{dog is low, and/or when the probability of damage/losses
to pedestrians are lower than to passengers, i.e., when the ratio p1 ´ qq{p1 ´ pq is
low. In those circumstances, pedestrians with bad intentions are sure that the au-
tonomous vehicle system will give priority to protecting their interests relatively to
the interests of the passengers inside the autonomous vehicle. Therefore, pedestrians
with bad intentions can manipulate the system without risking an adverse outcome,
and they have the incentives to do it because their expected utility is positive, i.e.,
Epuob |Oq ą 0.

The following result formalizes this argument.

Proposition 1 (manipulation incentives with no uncertainty ). If the mali-
cious pedestrian is able to make correct judgments about the reality and has perfect
information about the decision process of the autonomous vehicle system, then the
autonomous vehicle system is manipulable.

This result establishes the necessary conditions for the autonomous vehicle system
to be manipulable. It does not mean that the system will be the object of manipula-
tion, but rather that if pedestrians with bad intentions exist and the decision process
is known, then the incentives to manipulate the system will also exist.

In order to complete our argument, we need to be more precise about what we
mean by ”perfect information” and ”correct judgements about the reality”. In our
context, ”perfect information” means that individuals know the algorithm underlying
the decision process of the autonomous vehicle system. ”Correct judgements about
the reality” means that the individuals evaluation of the parameters p, q, di and dog
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is in line with the evaluation made by the autonomous vehicle system (Jacob et al.,
1988; Pomerol, 1997).

4. The case with uncertainty - results

Following the discussion, in order to remove the incentives to manipulate and to
solve the malicious pedestrian problem, individuals with bad intentions must hold
some uncertainty about the decision and evaluation processes of the autonomous
vehicle system. Noise or observation difficulties reduce the incentives to misbehave.
However, uncertainty may also reduce the quality of the decision process. In this
section, we study these issues.

In order to capture the effects of uncertainty, we introduce uncertainty in the
decision process, i.e., we add some noise component to the decision process charac-
terized by inequality (7). In this context, let µ denote the probability with which
the autonomous vehicle system gives priority to the passengers lives and/or interests
(Action I), and 1 ´ µ denote the probability with which the autonomous vehicle
system gives priority to the pedestrians lives and/or interests (Action O), where the
probability µ is related with inequality (7) in a meaningful way with the addition
of some noisy component (see Example 1 below for an illustration). This proba-
bility depends positively on p and di, but negatively on q and dog . For instance, if
p1´ qqdi ě p1´ pqdog , i.e., inequality (7) is satisfied, then it is likely, but not for sure
that the system will take Action I (i.e., in this case µ is high, but not equal to one).
Similarly, if p1´ qqdi ă p1´ pqdog , i.e., inequality (7) is not satisfied, then it is likely,
but not for sure that the system will take Action O (i.e., in this case µ is low, but
not equal to zero).

Note that µ is also the probability with which Action I is the correct decision
and the probability with which Action O is the incorrect decision, while 1 ´ µ is
the probability with which Action O is the correct decision and the probability with
which Action I is the incorrect decision.

In this context, pedestrians with bad intentions will attempt to manipulate the
system (i.e., to cause damage/losses on others or to destabilize the system) only
if the likelihood of ending up damaging themselves is low. Therefore, pedestrians
with bad intentions will have no incentives to misbehave if the expected utility from
misbehaving is negative (or non-positive), i.e.,

µEpuob |Iq ` p1´ µqEpuob |Oq ď 0, (8)
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where in the left-hand side, we have expressions (5) and (6), and in the right-hand
side, we have the null normalized utility from not attempting to manipulate or desta-
bilize the system (i.e., v “ 0). The following result formalizes our argument.

Proposition 2 (no manipulation condition under uncertainty). The malicious
pedestrian has no incentives to manipulate the autonomous vehicle system if:

µ ě
p1´ qquob

p1´ qquob ` p1´ pqdob
, (9)

where µ denote the probability with which the autonomous vehicle system gives pri-
ority to the passengers’ lives and/or interests.

The proof follows from the discussion and the inequality (8). Note also that in
order to simplify and without great loss of generality, we have normalized v “ 0 and
we have set αog “ αi “ α.

Since the right-hand side of inequality (9) is a number smaller than one, pedes-
trians with bad intentions would not attempt to take advantage of the system if
the probability with which the system gives priority to the passengers’ lives and/or
interests (i.e., µ) is sufficiently high.

In this context, note that the extreme solution in which the autonomous vehicle
system gives priority to passengers’ lives in all circumstances (i.e., chooses Action
I always, which is equivalent to set µ “ 1) trivially solves the problem. In this
case, the inequality (8) becomes Epuob |Iq “ ´p1 ´ pqdob ă 0, and consequently,
pedestrians with bad intentions (i.e., malicious or opportunistic individuals, terrorists
or criminals) would not attempt to manipulate or take advantage of the system.2

However, this solution has a problem because Action I is not always optimal,
and it is easy to find situations in which Action O has more chances of resulting in
no damage/losses to everybody than Action I. For instance, when the value of the
pedestrians’ lives and/or interests are high relative to the value of the passengers’
lives and/or interests, i.e., when dog is high relatively to di (or when q is high relative
to p, see inequality (7)). The following result formalizes this discussion.

2The possibility that the system always takes Action I has been discussed in the literature
(Bonnefon et al., 2016; Deng, 2015; Greene, 2016; Goodall, 2014). The idea is that since passengers
own the autonomous vehicle, this should prioritize their lives and interests. However, the utilitarian
approach seems to have higher support and is the one that makes more sense in the context of
artificial intelligent systems.
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Corollary 1. Action I, with probability µ “ 1, solves the malicious pedestrian prob-
lem, but Action I is not always optimal.

The proof of the first sentence follows from inequality (9). For the proof of the
second sentence, it is enough to show that there are parameter values in which Action
O is optimal, i.e., inequality (7) fails.

In general, since the probability µ depends on p, q, di and dog , but also on some
noisy component (i.e., the uncertainty component), it takes values lower than one. In
this context, in order to understand the implications of uncertainty in the malicious
pedestrian incentives and in the quality of the decision process, we distinguish two
cases:

(i) In the case in which inequality (7) is not satisfied, uncertainty is needed in
order to guarantee that malicious individuals have no incentives to manipulate the
autonomous vehicle system. Uncertainty increases the value of µ, which in this case is
the likelihood that the wrong Action I is taken. However, it is this potential mistake
in the decision process (i.e., an unexpected decision contrary to the pedestrians’
interests) that disciplines the malicious pedestrians. See Example 1 below, which
illustrates the trade-offs between µ and uncertainty (i.e., σ).

(ii) In the case in which inequality (7) is satisfied, uncertainty is not needed
because without uncertainty the system would optimally choose Action I with prob-
ability one, and a rational malicious pedestrian knows it. In this case, uncertainty is
going to reduce the value of µ, which in this case is the likelihood that the correct
Action I is taken.

Therefore, uncertainty reduces the incentives to misbehave, but also the quality
of the decision process. However, in order to solve the malicious pedestrian problem
under the utilitarian approach, we must accept some loss of quality in the decision
process, even if very small.3

Proposition 3 (uncertainty effects). (i) If inequality (7) is not satisfied, suffi-
cient levels of uncertainty are required solve the malicious pedestrian problem. (ii)
Otherwise, uncertainty only reduces the quality of the decision process.

The proof follows from the previous discussion and the properties of µ discussed
in the beginning of this section.

3Note that in the case in which inequality (7) is not satisfied, it must be because dog and/or
q are large enough, and di and/or p are small enough, which implies that the right-hand side of
inequality (9) will tend to be small (in particular, if we let di “ dog “ dob and the value of uob is
not too large). Therefore, the value of µ required to satisfy inequality (9) when inequality (7) is
not satisfied is much smaller than when inequality (7) is satisfied. See Example 1 below.
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The following numerical example illustrates the arguments in Propositions 1, 2
and 3.

Example 1. In order to introduce uncertainty in the malicious pedestrian problem
in a meaningful way, we add a noise component to the decision process in inequality
(7), by defining the random variable X “ m` σZ, where m “ p1´ qqdi ´ p1´ pqdog
is the mean, σ is the uncertainty parameter and Z follows the standard Gaussian
distribution. Then, in line with inequality (7), the probability with which the au-
tonomous vehicle system gives priority to protect the passengers’ lives and interests
(i.e., Action I) is given by:

µ “ P pX ě 0q “

ż 8

0

e´
px´pp1´qqdi´p1´pqdog qq

2

2σ2 {p
?

2πσqdx,

and the opposite otherwise (i.e., Action O).
In order to simplify suppose that di “ dog “ dob “ uob “ 1, and let us consider

specific numerical values that illustrate the two cases stated in Proposition 3:
(i) If p “ 0.5 and q “ 0.75, inequality (7) is not satisfied (i.e., 0.25 ă 0.5), and

Action O would have been chosen if there was no uncertainty. In this case, pedestrians
with bad intentions could manipulate the autonomous vehicle system without risking
their lives or interests. However, uncertainty about the autonomous vehicle decision
(or evaluation) process changes this scenario in a positive way. For instance, if σ “ 1
then µ “ 0.401 and inequality (9) would hold (i.e., 0.401 ě 0.333). However, note
that uncertainty must be sufficiently high. For instance, if σ “ 0.5 then µ “ 0.309
and inequality (9) would fail (i.e., 0.309 ă 0.333), and malicious pedestrians would
have incentives to misbehave.

(ii) If p “ 0.75 and q “ 0.5, we have the case in which uncertainty does not help
to solve the malicious pedestrian problem. In this case, inequality (7) is satisfied (i.e.,
0.5 ą 0.25), and Action I would have been chosen if there was no uncertainty. Pedes-
trians with bad intentions would have no incentives to manipulate the autonomous
vehicle system. The same happens if uncertainty is low. For instance, if σ “ 0.5 then
µ “ 0.691 and inequality (9) would hold (0.691 ě 0.667), and malicious pedestrians
would have no incentives to misbehave. However, high levels of uncertainty about
the decision (or evaluation) process may change the things in a negative way. For
instance, if σ “ 1 then µ “ 0.600 and inequality (9) would fail (i.e., 0.600 ă 0.667).

The levels of uncertainty in the example are chosen to highlight the positive and
negative effects of uncertainty.
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The main observation of Proposition 3 and Example 1 is that uncertainty cre-
ates a trade-off—uncertainty is convenient in some circumstances, but not always.
The problem is that in general, it is not possible to selectively have uncertainty.
Uncertainty either exists or not, for good or bad.

When Action O is optimal in a deterministic context, uncertainty is convenient
because allows the possibility that Action I is taken, which discipline the malicious
pedestrian behavior. The disadvantage of uncertainty is that it may reduce the
quality of the decision process, but not always. The reduction of quality depends
on the structure of uncertainty. Consequently, we distinguish between two different
structures of uncertainty:

Internal uncertainty corresponds to uncertainty in the decision process, which
is then passed to the individuals. The system follows the decision rule in inequality
(7), but with some noise, which creates uncertainty about how it functions. Conse-
quently, individuals cannot anticipate perfectly what decision will be taken because
the decision process is probabilistic. Uncertainty of this type has the disadvantage
of reducing the quality of the decision process, and consequently the social welfare.
In this context, we may observe situations in which the system mistakenly prioritizes
the passengers’ lives or interests and situations in which the system mistakenly pri-
oritizes the pedestrians’ lives or interests. In this paper, we do not explicitly model
social welfare and justice, but mistaken decisions penalize unfavored individuals and
introduce a loss of efficiency in the system and the society.

External uncertainty corresponds to uncertainty in the individuals about how
the autonomous vehicle system takes decisions and evaluates the reality (e.g., how it
determines the value of the parameters p, q, di and dog). In other words, the system
takes optimal deterministic decisions according to the decision rule in inequality
(7), but are the individuals that do not know perfectly how these decisions are taken
and how the system evaluates the reality (e.g., the algorithm behind these decisions).
Since uncertainty is exclusively in the human side, there is no mistakes in the decision
process. Uncertainty of this type does not reduce the quality of the decision process.
However, in most contexts, it might be difficult to keep the decision process unknown
for sufficiently large periods of time (Mercuri and Neumann, 2003), because rational
individuals learn from observing the history of past decisions, and consequently are
able to approximate its functioning, and find ways to successfully manipulate it.

The distinct characteristics of these two different structures of uncertainty may
be important to the search and design of reliable solutions to the malicious pedestrian
problem. However, some academics defend that security through uncertainty/obscurity
is not appropriate at the system design stage. An old principle by Kerckhoffs (1883)
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argue that a well-designed security system, must not rely on secrecy. The ”enemy”
can learn the design without affecting the security.

In this context, an alternative solution to the malicious pedestrian problem would
be to redesign the autonomous vehicles system, by restricting the way humans
interact with the autonomous vehicles system. However, such possibility has imple-
mentation difficulties because it is costly and implies enormous changes in the design
and architecture of the infrastructures, cities, roads and the society in general. In
addition to these restrictions, the interaction between humans and the autonomous
vehicles system is expected to be very diverse and free.

Consequently, we were forced to find security solutions in the decision algorithm
behind the autonomous vehicles system, i.e., in the implementation stage. However,
even at this stage, the uncertainty/obscurity approach is not consensual among aca-
demics (Almeshekah et al., 2013; Cowan, 2003; Swire, 2004; Witten et al., 2001).
For instance, Hoepman and Jacobs (2008) argue that Kerckhoffs’ Principle should
also apply to the implementation stage, while Almeshekah et al. (2013) argue that
uncertainty, obfuscation and deceptive information can be successfully applied to
demotivates and slowdown malicious behavior.

In this context, Swire (2004) argue that the divergence of opinions between com-
puter/networks experts and military/intelligence experts regarding the benefits of
uncertainty/obscurity in security are due to the difference between the cyber and
the physical world. Cyber-attacks are very cheap and malicious hackers can probe
weaknesses in a software over and over again, while in the physical world, each
attack is costly and the object under attack may adapt and change. This is an im-
portant aspect because the malicious pedestrian problem is a mixture of the cyber
and the physical world, which involves human lives and interests, and exploits the
predictability of the system.

We also note that these arguments and consideration are developed in the context
of computer and network systems, and may not fit well into situations involving
human lives, as the malicious pedestrian problem in this paper.

Given the lack of consensus and the limitations in the design of autonomous
vehicles systems, a fourth alternative solution to the malicious pedestrian problem
would be to relax the utilitarian approach. In this case, the autonomous vehicles
system would protect the lives and interests of the passengers (i.e., Action I always),
which is in line with the real world in that every being is self-interested and gives
priority to their own lives and interests. This approach has the advantage of making
the system manipulation proof (see Corollary 1), but it is not optimal and reduces the
quality of the decision process. Moreover, it is contrary to the mainstream literature
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(see the discussion in the Introduction) that supports the utilitarian approach to the
autonomous vehicles decision process (Bonnefon et al., 2016; Deng, 2015; Goodall,
2014; Greene, 2016; among others).

In terms of applied work, we note that in reality, the possible configurations of
di, dog , dob , uob , p and q are uncountable. In this context, we may have malicious
pedestrians with very high values of uob , for which malicious incentives can only
be removed with very high levels of uncertainty. In those cases, given the negative
implications that uncertainty has in the quality of the decision process and the low
likelihood of those cases, the questions is whether it is worth to have uncertainty
levels of such magnitude to dissuade these individuals from taking malicious or op-
portunistic actions. Considerations of this kind are important and should be taken
into consideration in applied work.

Another important aspect in applied work is the complex and subjective task
of instantaneous identification and calculations of the parameter values for each
real life situation, i.e., the potential damage and associated probabilities. This is
still an ongoing issue that requires further developments in mapping and sensorial
technologies (e.g., sensors, radars, laser lights, GPS, odometry, computer vision, etc.).
Consequently, the implemented algorithms and the chosen course of action will also
depend on how precise and reliable these technologies will become (Mukhtar et al.,
2015; Pendleton et al., 2017; Sun et al., 2006).

In practical terms, the objective of this paper is to call the attention of practi-
tioners and the industry for the risks of manipulation and opportunistic behavior
involving autonomous vehicles system and to discuss possible solutions to deal with
this problem.

We conclude this section noting that malicious manipulation problems of the type
discussed in this paper, which includes opportunistic, terrorist, criminal and other
types of non-civic behavior, are not exclusive to autonomous vehicle systems, but
likely to generalize to other artificial intelligence systems—with the necessary speci-
ficities and different levels of threat. The malicious pedestrian problem is a metaphor
for a wider and general problem. In this context, our findings and arguments are
generalizable to those systems, because as it is shown in this paper, the solution to
this type of problems seems inevitable to require some degree of uncertainty in the
perpetrator’s side.
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5. Conclusion

In this paper, we identify the existence of security concerns in autonomous vehicle
systems caused by human actions (i.e., malicious, opportunistic, terrorist, criminal
and non-civic actions) that explore the predictability of the decision process. We
call to situations that have the same structure as the one described in this paper as
”malicious pedestrian problems”.

This type of manipulation has not received great attention in the literature,4 but
presents an enormous threat to the society and to the stability of the artificial intel-
ligence systems. These problems are also more difficult to solve than other security
problems (Chen and Wang, 2005; Lindqvist and Neumann, 2017; Neumann, 2016;
Parkinson et al., 2017; Petit and Shladover, 2015; Z lotowski et al., 2017; among
other), because they do not rely on technological issues and other objective consider-
ations. Simultaneously, they are very difficult to anticipate, detect or mitigate, and
they are easy to execute because they require no skills and the physical access to the
autonomous vehicles system network is public and available (Petit and Shladover,
2015).

We found that in order for the autonomous vehicle system to be immune to
manipulation, individuals should not know perfectly how it functions. Otherwise,
malicious manipulation is possible. In addition, we have discussed possible solutions
to this problem. We found that uncertainty is a necessary condition for the system
to be manipulation proof.

This observation implies that we should either (i) introduce uncertainty in the
decision process (internal uncertainty) or (ii) keep the specificities of the decision
process private (external uncertainty).

(i) The drawback of internal uncertainty is a reduction in the quality of the
decision process and welfare. For that reason, it may not receive great support
in contexts involving human lives, as in autonomous vehicle systems discussed in
this paper. However, it might be the best solution in contexts in which individuals
perfectly know or can easily learn the functioning of the decision process and in
contexts in which there are no human lives involved (or other considerations of similar
magnitude).

(ii) External uncertainty has the disadvantage that in most contexts, it is difficult
to keep the decision process unknown for sufficiently large periods of time. This is the
case because rational individuals can learn the functioning of the decision process

4The exception is Lin (2016) and Schäffner (2018), which point the possibility of manipulation
and opportunistic behavior.
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from observing past decisions, and consequently approximate its functioning, and
find ways to successfully manipulate it.

Another solution to the malicious pedestrian problem that avoids the resource to
uncertainty, which is in line with the Kerckhoffs (1883) principle, is to restrict the
way humans interact with the autonomous vehicles system. However, such possibility
seems difficult to implement because it is costly and implies enormous changes in the
design and architecture of the system infrastructures, cities, roads and the society in
general.

Lastly, we note that the relaxation of the utilitarian approach can also be an al-
ternative solution to the malicious pedestrian problem. In this case, the autonomous
vehicles system would protect the lives and interests of the passengers, which is in
line with the real world in that every being is self-interested and gives priority to
their own lives and interests. This approach is manipulation proof, but it is not
optimal and it is contrary to the utilitarian approach.

The results in this paper are shown in the context of the autonomous vehicle
system, because autonomous vehicles are extremely intuitive, which makes the expo-
sition simpler and easier to follow. Nonetheless, in one way or another, all artificial
intelligence systems can be subject to human manipulation. This seems to be a limi-
tation (or at least a weakness) of every artificial system. Even if the overall likelihood
of occurrence and the implications of malicious, opportunistic, terrorist, criminal and
non-civic behaviors is small, we cannot ignore the existence of these problems and
their implications. This aspect is an important challenge to the future development
of artificial intelligence systems (Kobbacy et al., 2007; Makridakis, 2017; Mingers and
White, 2010). While, a large volume of literature has been studying how artificial
intelligence can be used to influence and manipulate human behavior (Bostrom and
Yudkowsky, 2014; Brundage et al., 2018; Ricci et al., 2011; Russell et al., 2015), the
threats associated with human influence and manipulation on artificial intelligence
systems opens an avenue for future research.

In this context, the crucial questions are how we will deal with these problems
and whether the autonomous vehicles system will progress independently of their
existence. We call for a research agenda on this type of problems.

Finally, we expect that our findings can help researchers and the industry choosing
and designing the most effective manipulation proof artificial intelligence systems
that can protect people and lead to better outcomes for the society as a whole.
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